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ABSTRACT
Optical character recognition (OCR) methods have been applied
to diverse tasks, e.g., street view text recognition and document
analysis. Recently, zero-shot OCR has piqued the interest of the
research community because it considers a practical OCR scenario
with unbalanced data distribution. However, there is a lack of bench-
marks for evaluating such zero-shot methods that apply a divide-
and-conquer recognition strategy by decomposing characters into
radicals. Meanwhile, radical recognition, as another important OCR
task, also lacks radical-level annotation for model training. In this
paper, we construct an ancient Chinese character image dataset
that contains both radical-level and character-level annotations to
satisfy the requirements of the above-mentioned methods, namely,
ACCID, where radical-level annotations include radical categories,
radical locations, and structural relations. To increase the adapt-
ability of ACCID, we propose a splicing-based synthetic character
algorithm to augment the training samples and apply an image
denoising method to improve the image quality. By introducing
character decomposition and recombination, we propose a baseline
method for zero-shot OCR. The experimental results demonstrate
the validity of ACCID and the baseline model quantitatively and
qualitatively.
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Figure 1: Examples of annotated images in the ACCID, on
the character-level and radical-level.
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1 INTRODUCTION
Optical character recognition (OCR) is one of the critical techniques
for managing, restoring, and utilizing existing character image
resources. Specifically, the concept of character images broadly
includes different carriers (e.g., documents, bronzes, and street-view
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texts) of various languages (e.g., English and Chinese) and fonts
(e.g., handwritten and printed texts) [30]. Automatic OCR methods
are needed to deal with large-scale and domain-specific character
images. With the development of deep learning (DL) in recent
years, OCR methods have achieved significant improvements on
diverse tasks [22], e.g., document character extraction and historical
character recognition.

General DL-based methods pursue a large number of training
samples with balanced distribution, while such an ideal scenario
is difficult to satisfy in the real world. In the OCR area, we also
observe the same unbalanced sample issue due to the differences
in character usage frequency [7], which significantly affects recog-
nition performance in practice. As a result, researchers attempt to
introduce radicals in their OCR methods to alleviate the effect of
unbalanced distribution, where radicals are the main component for
forming characters and presenting character semantics. The main
idea comes from that compared with characters, the distribution of
radicals is more balanced since the same radical can be shared by
different characters. As shown in Figure 1, characters are composed
of radicals in certain structures, where radicals are highlighted in
green boxes and we can find the radical “women" is shared by the
first and third characters. Meanwhile, the pre-training model based
on radicals is also of interest to researchers, since radicals include
huge semantic information that is useful to various downstream
tasks. Some researchers classify radicals in character images, con-
sidering radical recognition as a standard multi-class classification
task [37].

According to the current studies on radicals, we found that effec-
tive utilization of radical information will be beneficial to character
recognition. In recent years, researchers explored character de-
composition and learned from decomposed elements to achieve
zero-shot character recognition [48, 49]. These radical-based OCR
methods have the ability to recognize few-sample character cate-
gories or even unseen character categories by applying zero-shot
learning. Current zero-shot methods usually attempt to learn from
the character images and extract their radical sequences. How-
ever, such methods do not well-performed in practice since the
extracted radical sequence which is a kind of character-level anno-
tation, needs to be strictly matched with the target label, where a
minor mistake can lead to failed results. Thus, annotated character
image dataset with concrete radical-level information is needed for
training and evaluating zero-shot OCR methods.

In this study, we construct an ancient Chinese character image
dataset that contains both radical-level and character-level annota-
tions, namely ACCID, as a benchmark for zero-shot OCR methods.
Firstly, we propose a character decomposition dictionary to store
the correspondences between characters and radicals, where 2,892
character categories and 595 radical categories are included. Then,
we collect ancient Chinese character images from [39] and annotate
the characters, radicals, and structures following the character de-
composition dictionary [4]. In ACCID, character images have both
character-level and radical-level annotations, as shown in Figure 1,
where character categories are marked in blue and radical-level
annotations, including radical categories, radical coordinates, and
structure categories are highlighted in green, respectively. Further-
more, we introduce an effective splicing-based synthetic character
algorithm to increase radical-level annotations without additional

human efforts, which can further augment the training data to
support DL-based methods to recognize characters and radicals.
Besides, we propose a baseline method based on character decom-
position and reconstruction to verify the effectiveness of zero-shot
character recognition. Specifically, we first recognize the radicals
and structures of characters, and then perform reasoning based on
a character dictionary to obtain character categories by utilizing
the identified radical-level information. Experimental results prove
the validity of our proposed ACCID and baseline method.

The contributions of our study are summarized as follows:
• We propose a novel ancient Chinese character image dataset
ACCID with both radical-level and character-level anno-
tations, for supporting the training of zero-shot character
recognition and radical recognition methods.

• In the construction of ACCID, we introduce a character de-
composition dictionary to guide radical-level annotations of
character images and an effective splicing-based synthetic
character algorithm to augment the training samples.

• We propose a baseline method based on character decompo-
sition and recombination for zero-shot character recognition.
Experimental results demonstrate the advantages of the zero-
shot method in few-sample character datasets.

• ACCID is evaluated explicitly by experts and implicitly by
existing deep learning-based recognition methods. The ex-
perimental results demonstrate the validity of ACCID.

It is worth mentioning that the character images collected in
ACCID are rubbings of unearthed oracle bone inscriptions (OBI)
[5], which is one of the oldest characters in the world. Due to the
scarcity of ancient characters and the unbalance character usage
frequency, a large number of character categories have insufficient
samples, which poses great challenges to recognition. The study
of oracle bone inscriptions is of vital importance in exploring and
understanding ancient culture [13]. Thus, the oracle bone char-
acter recognition task offers valuable aid in the preservation and
investigation of traditional culture.

2 RELATEDWORK
2.1 Character Recognition
Character recognition is one of the fundamental tasks in the com-
puter vision area. In early research, OCR methods tended to utilize
pre-set features from character images by filter-based techniques
[11, 32, 35]. Recently, OCR methods achieve great improvements
since the development of DL. Convolutional neural networks (CNN)
are applied to extract deep features from the character images for
better recognition performance [6, 51]. Feng et al. [8] propose a
fuzzy character recognition model based on a statistical analysis of
context and the Hopfield network. Li et al. [17] propose a cascaded
model in a single CNN with global weighted average pooling to
achieve higher recognition accuracy with a limited number of pa-
rameters. The performance of these DL-based OCR methods relies
on the data quality of the character datasets with character-level
annotations. However, the difference in the usage frequency of
characters and the huge number of character categories limit model
training in practice. Moreover, in real-world scenarios, there are
character categories not included in the training set [36], which
also challenge these OCR methods.
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In order to address the problemsmentioned above, researchers at-
tempt to exploit radicals for East Asian character recognition. Wang
et al. [38] first propose a radical analysis network with densely con-
nected architecture to learn radicals and two-dimensional structures
of characters from the character images. They analyze the radicals
and structures through an attention-based decoder to achieve the
recognition of unseen handwritten characters. Zhang et al. [49] pro-
pose an encoder-decoder structure with a spatial attention mecha-
nism for new-created printed Chinese character recognition (CCR).
Some studies [2, 48] decompose characters into radicals follow-
ing hierarchical structures or tree layouts, which model character
recognition as an inference task. The above studies have made
great progress in radical-based zero-shot character recognition.
However, these methods cannot obtain satisfactory results when
recognizing unseen or few-shot characters due to the lack of high-
quality datasets with radical-level annotations, which affects their
application in the real world.

2.2 Radical Recognition
In the past decades, researchers have also conducted studies on
the radical-based recognition task because radicals are important
components for composing characters and expressing semantics.
Ma and Liu [23] first attempt to separate radicals from characters
by proposing an over-segmentation method that can handle left-
right structure characters. Inspired by the hierarchical structures of
different characters, Ma and Liu [24] further explore a three-layer
nested pre-segmentation method that could improve the radical
segmentation performance for characters with left-right and top-
down structures. Tan et al. [34] propose an affine sparse matrix
factorization method for automatically extracting radicals from
Chinese characters, addressing the poor alignment problem caused
by the internal diversity of radicals. Deep neural networks are
also applied for improving radical extraction, e.g., a deep residual
network for detecting position-dependent radicals [37] and a deep
CNN for analyzing radicals in Chinese characters [40]. To localize
and recognize radicals in oracle images, Lin et al. [19] propose a
radical extraction framework that introduces multi-scale features
fusion and an attention mechanism to implicitly extract single
radical features. Thus, high-quality benchmarks are required for
such radical-based studies.

2.3 Character Image Datasets
Several datasets have been published for the training and evaluation
of OCR methods, e.g., HCL2000 [47] containing 3,755 simplified
character categories, and IAHCC-UCAS2016 containing 350,621
handwritten character images. The large-scale ICDAR2013 compe-
tition database [44] is the most commonly used dataset for evaluat-
ing the performance of handwritten Chinese character recognition
(HCCR) methods. Researchers attempt to collect datasets by repro-
ducing or painting characters, for instance, Oracle-20K [9] contains
261 oracle bone categories with 20K handwritten samples, and
HWOBC [16] contains 83,245 handwritten samples. However, char-
acter reproduction is time-consuming and datasets with reproduced
characters are limited when applied in practice since they change
the actual data distribution. Thus, current studies focus more on
collecting raw character images rather than reproducing characters,

Figure 2: Examples of East Asian characters and their com-
posing structures and radicals, radicals categories are distin-
guished by different colors.

e.g., OBI125 [45] contains 30 categories, and the largest known OBI
dataset OBC306 [13] consists of 306 rubbing images. Note that all
these datasets only have character-level annotations to support
general image classification methods, which are unavailable for
zero-shot character recognition methods or radical recognition
methods. Therefore, in this study, we construct a large-scale an-
cient Chinese character image dataset with both radical-level and
character-level annotations, which can support character/radical
recognition tasks.

3 DATA COLLECTION AND ANNOTATION
In this section, we first analyze the decomposition of characters that
drives the motivation of our work. Then, we introduce the details of
collecting ancient Chinese character images and producing radical-
level annotations on the collected character images.

3.1 Character Decomposition
The characters of East Asian languages are symbolic characters,
where using the orthography-based strategy in terms of radicals
and structures is the most effective way to learn such characters
[28]. There are two observations:

• Characters can be decomposed into a set of radicals orga-
nized in specific structures according to orthography.

• Radicals are shared across different characters. The number
of radicals is significantly less than that of characters.

Radicals are defined as graphic units of characters [25], where the
number of radicals typically depends on the semantic complex-
ity of the corresponding character. It is pointed out that radicals
are the smallest components for expressing independent seman-
tic information because they evolve from characters with simple
meanings [43]. The structures of characters also carry out character
semantics since they are defined as the relative localization rela-
tions between constituent radicals. We list three examples in Fig. 2
to demonstrate character decomposition. We can find the character
chase is presented by radicals swine and toe in an up-down (UD)
structure, which means “chasing swine by feet (toe)". The character
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Figure 3: Examples of character images. Upper: raw character
images with noise. Bottom: character images processed by
restoration pipeline.

cage is composed of house and swine in a surrounding-left-right
(SLR) structure, indicating “the house to place animals”. Radicals
in the character guard indicate “all edges of the city are protected",
which represents a complex meaning by more radicals. Therefore,
the discussion above shows that radical-level concepts, i.e., radicals
and structures, are critical for representing the character from a
linguistic perspective.

Meanwhile, since radicals are simple-meaning components used
to present complex semantics, radicals are shared across different
characters. We can find examples in Figure 2, where chase and
cage share the radical swine, and the chase and guard share the
radical toe. Such shareability allows a large number of characters
can be presented by a few radicals, e.g., 6,763 common Chinese
characters contain 485 radicals [20], and 2,374 Korean characters
contain only 68 radicals [46]. Similarly, our proposed ACCID in-
cludes 2892 oracle bone characters which can be composed of 595
radicals. After decomposition, there are fewer categories of rad-
icals and more samples in each category compared with that of
characters. As a result, character recognition tasks benefit from
decomposing characters into radical-level concepts when apply-
ing DL-based methods. Therefore, we aim to build a dataset with
both character-level and radical-level concepts to improve character
recognition performance.

3.2 Character Image Collection
We start to build the dataset ACCID by collecting raw character
images from an ancient character resource [39]. A character recog-
nition tool [26] is applied to locate and crop separate characters1
automatically. Meanwhile, the categories of these character images
𝐶𝐿 can also be extracted automatically from the corresponding
image captions. As shown in the first row of Figure 3, we obtain
raw character images with their character-level annotations.

In order to guarantee the correctness of our collected data, we
invited ten experts in the field of ancient Chinese characters to
proofread these character-level annotations 𝐶𝐿 . Specifically, we
divided all images into five groups, each of which was proofread
by two experts. The extracted character category will be retained
if both experts agree with the current annotation, or modified if
both experts agree with another annotation. In case of disagree-
ment between experts, a third expert will be invited to arbitrate and
determine the final annotation. Note that most of the ancient char-
acters contain corrosion noise and friction traces, which limit the
1Notice that all collected characters are OBIs.

Figure 4: Pre-defined 14 categories of character structures.

performance of character/radical recognition methods, and we can
find examples of noisy raw images in Figure 3. To solve this problem,
we perform a pipeline for restoring character images, including
noise removal [29], character completion, and super-resolution. As
shown in the second row of Figure 3, the quality of character images
is improved by applying the restoration pipeline.

3.3 Radical-level Annotation
In this section, we aim to annotate radical-level concepts, i.e., rad-
icals and character structures, for our collected character images.
Firstly, we obtain the concrete ancient Chinese character decompo-
sition dictionary from a large Oracle knowledge graph (KG) ZiNet
[4] which contains 595 radicals and 14 structures for OBIs. Specifi-
cally, all character structures are pre-set by linguists, as shown in
Figure 4. Then, we propose a pipeline for annotating radical-level
concepts that applies both automatic and manual annotation to
save the cost of human effort.

As shown in Algorithm 1, we introduce three kinds of annota-
tions in the radical-level annotating pipeline 𝐴𝑛𝑛𝑅𝑎𝑑 (·), including
the label of radical category 𝑅𝐿 , radical localization coordinates2 𝑅𝐶 ,
and the label of structure category 𝑆𝐿 . We demonstrate several ex-
amples of these annotations3 in Figure 5, where the coordinates 𝑅𝐶
are marked as boxes surrounding the radicals. Based on the radical
number 𝑘 of a character obtained from the character decomposi-
tion dictionary by 𝑔𝑒𝑡𝑁𝑢𝑚(·), we consider two cases: single-radical
characters which contain one radical, and multi-radical characters
which contain two or more radicals. Single-radical characters are
single-structured characters that are able to evolve into radicals.
Thus, the category label 𝑅𝐿 of such radical can be directly regarded
as its character category label 𝐶𝐿 , and the structure category 𝑆𝐿
can be directly marked as “Single". Meanwhile, we introduce an
object detection method [26] to localize single-radical characters
for obtaining the coordinates 𝑅𝐶 of such radicals, as shown in the
former two examples in Figure 5. In this way, we automatically an-
notate a large number of radicals, which significantly saves manual
annotation effort.

Due to the diversity of radical composition and location in the
multi-radical characters, the knowledge of linguists is required to

2We record the upper left and lower right corner coordinates to localize radicals.
3We present both Chinese and English labels in 𝑅𝐿 for a better demonstration.
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Figure 5: Demonstration of obtaining radical-level annota-
tions in different cases.

Algorithm 1 ACCID radical-level annotation. 𝑅𝐿, 𝑅𝐶 , 𝑆𝐿 =

𝐴𝑛𝑛𝑅𝑎𝑑 (𝐼 )
Input: Character images 𝐼 ;
Output: Radical labels 𝑅𝐿 , radical coordinates 𝑅𝐶 , structure label 𝑆𝐿 .
1: 𝑘 = 𝑔𝑒𝑡𝑁𝑢𝑚 (𝐼 .𝐶𝐿 ) ;
2: if 𝑘 = 1 then
3: 𝑅𝐿 = 𝐼 .𝐶𝐿 ;
4: 𝑅𝐶 = 𝑔𝑒𝑡𝐶𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠 (𝐼 ) ;
5: 𝑆𝐿 = 𝑆𝑖𝑛𝑔𝑙𝑒 ;
6: else
7: while 𝑖 ∈ 𝑟𝑎𝑛𝑔𝑒 (𝑘 ) do
8: 𝑅𝐿𝑖1, 𝑅𝐶𝑖1 = 𝑅𝑎𝑑𝐴𝑛𝑛𝐸1 (𝐼 ) ;
9: 𝑅𝐿𝑖2, 𝑅𝐶𝑖2 = 𝑅𝑎𝑑𝐴𝑛𝑛𝐸2 (𝐼 ) ;
10: if 𝑅𝐿𝑖1 = 𝑅𝐿𝑖2 & 𝑅𝐶𝑖1 = 𝑅𝐶𝑖2 then
11: 𝑅𝐿𝑖 , 𝑅𝐶𝑖 = 𝑅𝑎𝑑𝐴𝑛𝑛𝐸1 (𝐼 ) ;
12: else
13: 𝑅𝐿𝑖 , 𝑅𝐶𝑖 = 𝑅𝑎𝑑𝐴𝑛𝑛𝑆𝐸 (𝐼 ) ;
14: end if
15: 𝑅𝐿 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑅𝐿𝑖 ) , 𝑅𝐶 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑅𝐶𝑖 ) ;
16: end while
17: 𝑆𝐿1 = 𝑆𝑡𝑟𝐴𝑛𝑛𝐸1 (𝐼 ) ;
18: 𝑆𝐿2 = 𝑆𝑡𝑟𝐴𝑛𝑛𝐸2 (𝐼 ) ;
19: if 𝑆𝐿1 = 𝑆𝐿2 then
20: 𝑆𝐿 = 𝑆𝑡𝑟𝑢𝐴𝑛𝑛𝐸1 (𝐼 ) ;
21: else
22: 𝑆𝐿 = 𝑆𝑡𝑟𝑢𝐴𝑛𝑛𝑆𝐸 (𝐼 ) ;
23: end if
24: end if
25: return 𝑅𝐿, 𝑅𝐶 , 𝑆𝐿 ;

build a gold-standard dataset. We consider two steps for the an-
notation process. Firstly, we invited eight archaeological experts
majoring in the field of ancient characters, to manually annotate
the radical labels 𝑅𝐿 , radical coordinates 𝑅𝐶 and the structural la-
bels 𝑆𝐿 . Specifically, 𝑅𝑎𝑑𝐴𝑛𝑛𝐸𝑖 (·) and 𝑆𝑡𝑟𝑢𝐴𝑛𝑛𝐸𝑖 (·) represent the
annotation processes of the 𝑖𝑡ℎ expert for the radical and structural
information, respectively. All multi-radical character images are
divided into four groups, each of which is annotated by two experts
𝐸1 and 𝐸2, as shown in the latter two examples in Figure 5. Sec-
ondly, two additional senior experts 𝑆𝐸 are invited to proofread the
annotations in the first step. If there is a disagreement between two
experts, the senior expert will re-annotate the image and determine
the final annotation, which helps to guarantee the quality of our
proposed dataset.

Character Radical Structure

Category 2,892 595 14
Sample 15,085 28,143 15,085

Max sample/cat. 33 271 5107
Min sample/cat. 1 30 236

Table 1: The statistics of our proposed ACCID Dataset.

Algorithm 2 Splicing-based synthetic character image generation.
𝑆𝑒𝑡𝑠𝑦𝑛 = 𝐺𝑒𝑛𝐼𝑚𝑔(𝑆𝑒𝑡𝑅, 𝑆𝑒𝑡𝑆 )
Input:

Radical image set 𝑆𝑒𝑡𝑅 ; character structure set 𝑆𝑒𝑡𝑆 .
Output: Synthetic character image set 𝑆𝑒𝑡𝑠𝑦𝑛 .
1: while 𝑠𝑡𝑟 ∈ 𝑆𝑒𝑡𝑆 do
2: 𝑆𝐿 = 𝑠𝑡𝑟 ;
3: 𝑁𝑢𝑚𝑅, 𝐿𝑜𝑐𝑅 = 𝑔𝑒𝑡𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 (𝑠𝑡𝑟 ) ;
4: while 𝑗 ∈ 𝑟𝑎𝑛𝑔𝑒 (𝑛) do
5: 𝐿𝑖𝑠𝑡𝑡𝑒𝑚 = 𝑔𝑒𝑡𝑅𝑎𝑑𝑖𝑐𝑎𝑙𝑠 (𝑆𝑒𝑡𝑅, 𝑁𝑢𝑚𝑅 ) ;
6: 𝐿𝑖𝑠𝑡𝑅 = 𝑎𝑢𝑔𝑚𝑒𝑛𝑡𝐼𝑚𝑔 (𝐿𝑖𝑠𝑡𝑡𝑒𝑚 ) ;
7: 𝑅𝐿, 𝑅𝐶 = 𝑔𝑒𝑡𝐼𝑛𝑓 𝑜 (𝐿𝑖𝑠𝑡𝑅 ) ;
8: 𝐼𝑠𝑦𝑛 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝐼𝑚𝑔 (𝐿𝑖𝑠𝑡𝑅, 𝐿𝑜𝑐𝑅 ) ;
9: 𝑆𝑦𝑛 𝑗 .𝑎𝑝𝑝𝑒𝑛𝑑 ({𝐼𝑠𝑦𝑛, 𝑅𝐿, 𝑅𝐶 , 𝑆𝐿 })
10: end while
11: 𝑆𝑒𝑡𝑠𝑦𝑛 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑆𝑦𝑛 𝑗 ) ;
12: end while
13: return 𝑆𝑒𝑡𝑠𝑦𝑛 ;

4 THE PROPOSED DATASET ACCID
4.1 Dataset Analysis and Demonstration
The statistics of the ACCID are presented in Table 1. The dataset
contains 2,892 OBI character categories with a total of 15,085 im-
ages. The number of image samples for each character category
(sample/cat.) varies from 1 to 33 due to the difference in charac-
ter usage frequency and unearthed situations. According to the
annotations by experts, we obtained 595 radical categories with a
total of 28,143 samples, in which the number of samples per radical
category ranges from 30 to 271. Each of the 14 pre-set structures
contains a number of samples ranging from 236 to 5107. Several
example images with both character-level and radical-level annota-
tions can be found in Figure 1. Note that all radical and structure
categories have more than 30 samples. It is easy to find that the
categories of radicals are less than those of characters (from 2,892
to 595), and character decomposition helps to significantly increase
the average sample scale of each category (from 5.22 to 47.30). We
can further say that our ACCID with radical-level data is appro-
priate for training DL models since it brings fewer categories and
more samples per category, which makes it possible to improve the
performance of radical and zero-shot character recognition.

It should be mentioned that ACCID is a challenging dataset,
because (1) unearthed oracle bone inscriptions usually have un-
avoidable and complex noise; (2) The data distribution of ACCID is
similar to that of ancient characters in the real world, with limited
sample size and significant long-tail effect.
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Figure 6: Examples of synthetic images generated by splicing-
based synthetic character strategy in ACCID𝑆𝑦𝑛 .

4.2 Splicing-based Synthetic Character Strategy
Researchers highlight that the number of OBI image samples is
limited due to the scarcity of unearthed OBIs [13], which results in a
shortage of training data in existingOBI datasets [19, 45]. To provide
adequate training samples, we propose a splicing-based strategy to
generate synthesized images based on radical-level concepts. The
detailed process is shown in Algorithm 2, where the main purpose
is to reuse radical-level annotations to generate more “characters"
images for model training without additional human efforts.

According to the annotated radical categories and coordinates,
we collect all radical images 𝑆𝑒𝑡𝑅 by cropping the raw character
images. We plan to generate 𝑛 synthetic images for each struc-
ture in 𝑆𝑒𝑡𝑆 that contains 13 pre-defined structures except 𝑆𝑖𝑛𝑔𝑙𝑒 .
For each structure, we identified the number of contained radi-
cals 𝑁𝑢𝑚𝑅 and relative localization 𝐿𝑜𝑐𝑅 between radicals using
𝑔𝑒𝑡𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 (·). Then, 𝑔𝑒𝑡𝑅𝑎𝑑𝑖𝑐𝑎𝑙𝑠 (·) randomly selects a list of rad-
ical 𝐿𝑖𝑠𝑡𝑡𝑒𝑚 from 𝑆𝑒𝑡𝑅 to compose the 𝑗 −𝑡ℎ synthetic character. We
propose a pre-processing pool, including zooming in, zooming out,
rotating, distorting, and padding, where these operations are ran-
domly selected to augment radicals in 𝐿𝑖𝑠𝑡𝑡𝑒𝑚 using𝑎𝑢𝑔𝑚𝑒𝑛𝑡𝐼𝑚𝑔(·).
According to 𝐿𝑜𝑐𝑅 and augmented radicals 𝐿𝑖𝑠𝑡𝑅 , 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝐼𝑚𝑔(·)
splices all radicals in 𝐿𝑖𝑠𝑡𝑡𝑒𝑚 as a character image. Meanwhile,
we also record the corresponding structure category 𝑆𝐿 , the se-
lected radical category 𝑅𝐿 and their localization coordinates 𝑅𝐶 ,
along with the generated synthetic character images 𝐼𝑠𝑦𝑛 . Finally,
we obtain a synthetic character set 𝑆𝑒𝑡𝑠𝑦𝑛 . We demonstrate some
examples of synthetic character images in Figure 6 It is worth men-
tioning that this splicing-based character synthesis strategy is also
adaptive for other East Asian languages containing radicals, such
as Chinese, Korean, and Japanese, which provides a feasible means
for data augmentation in datasets of such languages. Overall, we
set 𝑛 = 3, 600 and generate a total of 46,800 synthetic characters in
the character image set ACCID𝑆𝑦𝑛 .

5 BASELINE METHOD
We propose a trainable baseline for zero-shot OCR by character
decomposition and reorganization. Note that we are not exploring
an optimal model with maximized performance. Instead, we are
interested in learning about the usability of the proposed ACCID
on zero-shot OCR and identifying venues for future research. The
baseline is a two-step method, and its architecture is illustrated in
Figure 7. First, the radical and structure extractor (RSE) aims to
extract the structure and radicals from the input character image.
Then, the target character category is recognized by the character
reasoner based on the extracted information.

Figure 7: The overall architecture of our baseline method.

5.1 Radical and Structure Extractor
In the RSE, a set of Radical-Structure Extraction Blocks (RSEB) are
designed as the backbone network to extract deep features from
the input image, where each RSEB is composed of several dual
attention layer (DAL) [7] and a batch normalization layer, as shown
in the blue blocks in Figure 7. The DAL aims to issue overlapping
and unclear boundaries between radicals, where attention weights
are obtained from two computations, as shown in the yellow blocks
in Figure 7. Due to radicals and structure in a character being
associated and both containing semantic information, we engage
to make RSEB learn both radical and structure features to extract
them efficiently. As a result, RESBs output the deep feature 𝐹𝑟 that
contains semantic information to perform radical detection and
structural relation extraction in parallel.

Two output projectors, radical output projector (ROP) and struc-
ture output projector (SOP), are designed to simultaneously recog-
nize structures and radicals, where ROP constrains the extractor
training by predicting radical categories and their localization, and
SOP constrains RSEB to simultaneously learn about structure infor-
mation that also facilitates radical extraction by ROP. The output
projector ROP consists of two convolutional layers and an FC layer
whose size is 𝐾×𝐾×𝑀×(𝑛𝑟+𝑛𝑐 ), where 𝐾×𝐾 refers to the num-
ber of divided grids of an input character image,𝑀 represents the
number of anchor boxes in each grid , 𝑛𝑟 is the number of radical
categories in the datasets, and 𝑛𝑐 records the coordinates of the rad-
ical location (𝑥,𝑦,𝑤,ℎ) and the confidence of radical detection, thus
𝑛𝑐=5. Note that we set 𝐾=13 and𝑀=3 according to experimental
results. Parallelly, we apply another output projector SOP to predict
the structure of characters, where both shallow features (the output
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Algorithm 3 Confidence-based Radical Character Matching.
𝑃𝐶 = 𝐶𝑅𝐶𝑀 (𝐷𝑖𝑐𝑂𝑅, 𝑅, 𝑆)
Input:

Character Dictionary 𝐷𝑖𝑐𝑂𝑅 ; Candidate radicals 𝑅;
Candidate structures 𝑆 .

Output:
Character predictions with confidence 𝑃𝐶 .

1: 𝑃𝑅 .𝑎𝑝𝑝𝑒𝑛𝑑 ( 1𝑛
∑𝑛

𝑖=1 𝑅
𝑖
𝑗
.𝑐𝑜𝑛𝑓 );

2: 𝑃𝑆 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑆𝑘 .𝑐𝑜𝑛𝑓 ) ;
3: for each 𝑗, 𝑘 ∈ 𝑇𝑜𝑝𝐶𝑜𝑛𝑓 (𝑃𝑅 𝑗

, 𝑃𝑆𝑘 , 𝑡 ) do
4: 𝐿𝑖𝑠𝑡 = {𝑅1

𝑗
, 𝑅2

𝑗
, ..., 𝑅𝑛

𝑗
, 𝑆𝑘 };

5: if 𝑐 = 𝑠𝑒𝑎𝑟𝑐ℎ𝐷𝑖𝑐 (𝐿𝑖𝑠𝑡, 𝐷𝑖𝑐𝑂𝑅 ) then
6: 𝑝𝑐 = 𝜃𝑃𝑅 𝑗

+ (1 − 𝜃 )𝑃𝑆𝑘 ;
7: 𝑃𝐶.𝑎𝑑𝑑 (𝐶, 𝑝𝑐 )
8: end if
9: end for
10: return 𝑚𝑎𝑥𝑆𝑜𝑟𝑡 (𝑃𝐶 )

features of RESB1) and deep features 𝐹𝑟 (containing radical location
information) are exploited to capture the global and local structural
information. The SOP consists of five convolutional layers and an
FC layer to further handle the concatenated shallow-deep features.

5.2 Character Reasoner
After obtaining the radicals and candidate characters from the

RSE, the target character is recognized by utilizing a character dic-
tionary in the character reasoner (CR). The dictionary is extracted
from a public oracle knowledge graph 𝑍𝑖𝑁𝑒𝑡 [4], which stores
character categories and their corresponding decomposition infor-
mation, including radicals and structures. To enhance the matching
between the characters and radical sets, we propose a confidence-
based radical character matching strategy, called CRCM, aiming to
make full use of the confidence obtained from the RSE. The pro-
posed CRCM is denoted as 𝐶𝑅𝐶𝑀 (·), whose inputs are the oracle
dictionary 𝐷𝑖𝑐𝑂𝑅 , candidate radicals (𝑅), and candidate structures
(𝑆), and output is the candidate characters and their confidence.

The matching process is shown in algorithm 3. First, we calculate
the average confidence 𝑃𝑅 of the possible candidate radical sets
output by ROP, as shown in Line 1, where𝑛 is the number of radicals
recognized by RSE, 𝑅𝑖

𝑗
.𝑐𝑜𝑛𝑓 is the prediction confidence 𝑐𝑜𝑛𝑓 of

the 𝑗𝑡ℎ candidate radical at the 𝑖𝑡ℎ location in a character. The
structure confidence 𝑃𝑆 includes the prediction confidence 𝑆𝑘 .𝑐𝑜𝑛𝑓
of the 𝑘 candidate structure output by SOP. We combine the Top-𝑡
candidate radical sets and structures respectively and match the
characters in 𝐷𝑖𝑐𝑂𝑅 through 𝑠𝑒𝑎𝑟𝑐ℎ𝐷𝑖𝑐 (·), to get the candidate
character 𝐶 . In the experiments, we set 𝑡 = 5. The confidence 𝑝𝑐 of
𝐶 is calculated by 𝑃𝑅 𝑗

and 𝑃𝑆𝑘 in Line 6, where 𝜃=0.7. The matched
candidate character 𝐶 and the corresponding confidences 𝑝𝑐 are
stored in character prediction 𝑃𝐶 . We output the sorted 𝑃𝐶 as the
recognition results.

The proposed character-matching method comprehensively con-
siders the extracted character information from the baseline net-
work, which effectively alleviates the low-precision character rea-
soning issue caused by hard-matching strategies. Overall, the base-
line is a zero-shot method that is able to recognize unseen character
categories by the soft matching strategy.

𝐶𝐿 𝑅𝐿 𝑅𝐶 𝑆𝐿

𝐴𝑣𝑔. 𝛼 0.9852 0.9508 0.9295 0.9890

Table 2: The inter-class agreements between annotators for
different-level labels in ACCID. (Krippendorff’s Alpha)

6 EVALUATION
To learn about the quality and challenges of the proposed dataset,
we designed a series of metrics and experiments to evaluate ACCID
from various perspectives. We also apply the proposed trainable
baseline for zero-shot character recognition by character decom-
position and reorganization, as we introduced in Sec.5. Note that
we are not exploring an optimal model with maximized accuracy,
instead, we are interested in learning about the usability and chal-
lenges of the proposed ACCID on the zero-shot character recogni-
tion tasks and identifying venues for future research.

6.1 Dataset Quality Assessment
Inter-class Agreements. To evaluate the quality of ACCID annota-
tions, we introduce the widely-used reliability coefficients Krippen-
dorff’s alpha [14] to evaluate the inter-class agreement. According
to the annotation process, the character-level annotation is com-
pleted by five groups of experts, the radical-level annotation is
completed by four groups of experts, and each image is annotated
by at least two experts. Thus, we record the average within-group
Krippendorff’s alpha (𝐴𝑣𝑔. 𝛼), as shown in Table 2, the 𝐴𝑣𝑔. 𝛼 of
character category labels 𝐶𝐿 achieve 0.9852, which means near-
perfect agreement. Radical-level labels, including radical category
labels 𝑅𝐿 , radical coordinate 𝑅𝐶 , and structure category labels 𝑆𝐿
get 0.9508, 0.9295, and 0.9890 for 𝐴𝑣𝑔. 𝛼 , respectively, also achieve
excellent agreement. The high coefficient shows that the annotators
were properly chosen and did not introduce bias, which validates
the reliability of ACCID.
Evaluation on Different-level Annotations. To comprehen-
sively evaluate the quality of ACCID, we design three sets of exper-
iments for four kinds of labels belonging to the character level and
the radical level.
Experiments setup. The same settings are applied for all exper-
iments. The resolution of the input images is 256×256, and data
augmentation strategies including translation, rotation, and scaling
are exploited during the training. 80% of data is used as training set
and 20% is the test set. All experiments are performed with Adadelta
optimization with hyperparameters set to 𝜌=0.95 and 𝜀=10−6. The
initial learning rate is 1e-4, and the cross-entropy loss is applied in
classification.
Character level annotations. To evaluate character category la-
bels 𝐶𝐿 in ACCID, we introduce three generic image classification
networks and two state-of-the-art OCR methods for experiments,
which we collectively call character-based methods. As shown in
the first column of Table 3, all methods achieved more than 42%
accuracy in character recognition. Note that the performance is
limited by the difficulty of the real-world dataset rather than incor-
rect annotations, since the reliability of ACCID has been verified
by the great agreement in Table 2. ACCID constructed in real sce-
narios suffers from unbalanced and insufficient training samples
of character categories, which brings challenges and opportunities
for future research, especially for zero-shot character recognition.
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Methods Character Acc. Structure Acc. Methods Radical 𝐴𝑃50
VGG16 [31] 42.32% 73.72% Faster R-CNN [27] 63.76%
ResNet [10] 46.18% 75.69% SSD [21] 57.45%

GoogleNet [33] 43.27% 77.21% YOLOv3 [26] 64.02%
DirectMap[50] 52.36% 76.63% YOLOv4 [1] 56.68%
M-RBC + IR[42] 53.74% 77.94% RetinaNet [18] 66.23%

Table 3: Accuracy of character, radical and structure recogni-
tion on ACCID.

Method Top-1 Top-3 Top-5 Cat𝐴𝑣𝑔
AlexNet [15] 26.93% 36.45% 40.03% 21.74%
VGG16 [31] 27.75% 38.12% 41.53% 20.38%
HCCR-GoogLeNet [51] 28.52% 36.75% 39.86% 18.81%
DropSample-DCNN[41] 29.19% 39.27% 42.03% 19.59%
ResNet [10] 28.50% 33.02% 40.66% 21.98%
DenseNet [12] 27.85% 38.63% 47.48% 19.20%
DirectMap[50] 30.48% 44.89% 54.72% 23.59%
M-RBC + IR[42] 30.53% 42.74% 49.32% 20.72%

RAN [49] 35.37% - - 32.48%
DenseRAN [38] 36.02% - - 32.16%
FewshotRAN [36] 33.31% - - 30.90%
HDE-Net [2] 36.79% - - 33.10%
Stroke-to-Character [3] 27.30% - - 20.09%
Baseline (Ours) 60.28% 69.74% 72.66% 58.17%

Table 4: Quantitative comparisons with state-of-the-artmeth-
ods on ACCID. The best and second-best results are high-
lighted in red and blue colors, respectively.

Radical level annotations. The radical-level annotation consists
of three parts, in which the structural category label 𝑆𝐿 is verified
by the above-mentioned multi-classification methods, while the
radical category 𝑅𝐿 and the radical location 𝑅𝐶 are introduced
into object detection models for evaluation. As shown in Table 3,
structure classification achieves good performance on all methods,
verifying the reliability of 𝑆𝐿 . To evaluate 𝑅𝐿 and 𝑅𝐶 , we introduce
the metric 𝐴𝑃50, namely, the mean average precision (𝑚𝐴𝑃 ) of
radical categories when the Intersection Over Union (IOU) between
true and predicted 𝑅𝐶 is 50%. The third column of Table 3 gives
the performance of radical detection. The impressive 𝐴𝑃50 results
demonstrate the availability of 𝑅𝐿 and 𝑅𝐶 and the high quality of
radical-level annotations.

6.2 Results of ACCID
We apply the proposed baseline method on ACCID for zero-shot
character recognition and compare it with state-of-the-art character
recognition methods. The results are shown in Table 4. We output
Top-n prediction by confidence to present the average classification
accuracy based on samples. Considering a few categories with
more samples are not enough to reflect the overall recognition
performance in an unbalanced dataset, we also calculate the average
accuracy for each category and then average over all categories,
i.e., Cat𝐴𝑣𝑔 . Note that in Table 4, character-based OCR methods
are presented in the former rows, and the latter are zero-shot OCR
methods. In ACCID, we select 80% of the samples in each character
category as the training set and the remaining as the test set. Note
that categories containing only one sample are not included in
this experiment since character-based recognition methods are
not able to train on these categories. We can find the proposed
baseline method significantly outperforms all character-based OCR
methods and zero-shot methods on Top-n accuracy and Cat𝐴𝑣𝑔 ,

Method c-500 c-1000 c-1205

DenseRAN [38] 5.28% 10.67% 11.58%
HDE-Net [2] 7.12% 9.76% 10.51%
Baseline (Ours) 38.56% 51.80% 53.74%

Table 5: Comparisons with zero-shot character recognition
methods on ACCID.

which demonstrates the proposed zero-shot character recognition
effectively utilized radical-level annotations in ACCID and show the
superiority. Character-based OCR methods obtained lower Cat𝐴𝑣𝑔
than zero-shot character OCR methods means that these methods
poorly perform on categories with few samples. The main reason is
that an insufficient amount of training data limits their performance.
In contrast, the operation that decomposes characters into elements
in zero-shot recognition methods brings an increasing number
of training samples and a decrease in training categories, which
alleviates the few-sample issue. The proposed baseline method
performs better than all others on metric Cat𝐴𝑣𝑔 , which proves our
method is less influenced by categories with different numbers of
samples during recognition.

6.3 Results of Zero-shot Character Recognition
We conduct an experiment to demonstrate the effectiveness of
the baseline method on zero-shot character recognition. Since
character-based methods cannot recognize unseen character cat-
egories, only zero-shot recognition methods are included in this
experiment. We applied 𝑛 comparison group of training sets, fixed
the test categories in each experiment, and gradually increased
the number of training categories. Specifically, we select samples
of the first 𝑛 character categories from ACCID as seen categories
for training, where 𝑛∈{500, 1000, ...}. Then we select the last 800
character categories from ACCID as unseen categories for testing.
The results are shown in Table 5.

We can find that our proposed baseline method significantly
outperforms other sequence-based zero-shot methods in each set
of datasets, which further proves the superiority of the recognition
strategy utilizing radical-level information for character reason-
ing. More specifically, the proposed baseline method benefits from
the confidence-based radical character matching strategy, which
results in the possibility of correct character recognition even with
incorrect Top-1 radical prediction. As a result, we can conclude that
the proposed zero-shot character recognition baseline is effective
for the proposed significant few-sample dataset.

7 CONCLUSION
In this paper, we introduce ACCID, an ancient Chinese character
image set with multiple types of annotations, including charac-
ter categories, structures, radical categories, and radical locations.
ACCID aims to complement a benchmark for zero-shot character
recognition tasks. Meanwhile, we propose a baseline method to
analyze the usability and challenges of ACCID. We evaluate AC-
CID from various perspectives, and experimental results show that
annotations in ACCID are high-quality and reliable. Overall, as a
newly proposed benchmark, we believe ACCID moves us toward
zero-shot character recognition, which is valuable to deal with
unbalanced samples in real-world application scenarios.
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